
Algorithms - Spring'25

Greed :

Intervals
Huffinan codes



Recap
- Office hours : today at

2pm

(me) + 31 pm
(TA)

- this due

-HuOralgradingeasy)
- Midterm :

March 4, 8 am



↳roblem : Interval Scheduling
Given a set of events

He intervals, with a
start

and end tire)
,

select as

as possible so thatmany
2 overlap .
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More formally : X[I] intend
Two arrays S[XSID)
S[Ioon] S

of FEXCI]]F[loon] :

Goal : A subset&El .on] as
big as possibleStS[it]



How would we formalize a
dynamic programing approach ?

Recursive structure :

Consider job 1 :

take it
↳ add to X

recurse on 2.n

don't

recurse on
2 .
.h



Intuition for greedy :

Consider
a good What might

ea
choose.

Ideas ?
-

smallest- L
I

-X
-
Earliest
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DDD DIj



Keyintuition :

If itshesas early
as possible , we can fit
more things in !

So-stra tegy 8

finish time
sort by
F[l .n]

Sortet

Take Intervel
1
,

eliminate overlaps,
T[ on x court

=1

& go Al
The code : [&"D- Enlogr
-

[ J0(n)
·time: O(nlogn)



Future :

E
↓
count

i



Correctnes :

Why does this work?

Note : No longer trying allpossibilitesgreen, a

Soweneedtobe
Clearly , intuition can be
~
rong ! )



Lenima assume the- We
mayoptimal schedule includes

the class that finishes
first.

If : by contradiction

Suppose
it doesn't:

then picks some
other

interval
,

which finishes
that ends

later. chach firstFourS
5)i
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Mm : Thegreedysche e
can optimal)

#f : Supposenoi
Jan timal scheduleThen Op

that has more intervals
than the greedy one
Consider first time theydiffer :

Greedy :

g. gz
... gi ... gK

If 1) #
02. ... Oi ... OenOPT :

P # (
oi,
Nothetemma) pos later

by finish
....Di

Papa's sored

timeDis- D



Example: Huffman trees

Many of you saw this
in data structures.

Why ?
-cool use of trees
- non-trival use of other data(
structure

Really - it's greedy !

Idea : Want to compress
data

,

to use fewest possible
bits

.



Goal: Minimize cost

↳ here
, minimize total

length of encoded
message :

Input : frequency counts)rf[1 .on]

Compute : b

mary tree
Leaves : are letters

of seletters

~
⑪ B

cost(t)



Let's be greedy :
To do this

,
we'll need to

use the array f:

3
If we

ignorepunctuatia(↓ spaces
it simple),

et :we
g

fi ① ↓ gy i ⑧
- ↑

Which letters should
be deeper (or shallower)?

(ie : How to be greedy ?)
2 least common



Hoffman'salg :

Take the two least frequentcharacters.

Merge them in to one letter,
which becomes a new

"leaf" :

->

O O
↓

-
---
⑳ ④-⑳



In the end, get a tree
with letters at the leaves :

- 1 I

↳

O

O

O

Q IMbit
O

↳



How many
bits ?

- I

Total IS [f[i] · depth (i)
I 646 bits here

-

How would ASCI do on these
170 letters

8 bits ber letter&4 170x8 = 1350



DrorI tyqueueImplementation : usei
herp

-- Ollogn)
Pered/

[
-

-

delete-

X
-

C--
-

3 arrays
: L , R , P

to encode the tree
-

P[i] jt
node i

:Si] ↓

[i] p
↳
R



So : BANANA

↓
aletters :

mogt-
n leaves

*=4

N n-1 interna
-
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- %

d

↳( C ⑪

⑭ ⑬
d 'Yo



Runtime ?

Onlogn)(

occiogal)
=> Onlogn)
w/ On) Space



Correctness :
-

1st Lemma There is an optimal-
prefix tree where the two
lleast common letters are

siblings at the largest depth.

#Snothas
some depth d , but 2

X areleast common letters[not at that depth.

Xay
⑦ ↓ somewhere

- "up" ,nT↳
are

free

· IW depth(a)
-

deptx
Note some other letters a

bo

are deepest



least frequenIfcont: O f[x]-f-knowf[x] = f[a],
but

↓
recal(x)

+

cost(i)= det(i)
-

Build T" :

T cost(T')Lit = cost(T)
+ f[x] -2

60
- f(c] -0

= cost(t)+(f)
↑soTh-less!* 0
Bu



Mm : Huffman trees are optimal.

If :
Use induction (t Swap) .

#C : For n = 1, 2,
or 3

,
Huffman

works

Why?

#H: Assume Huffman
works on

-n-1 characters

E: Input F(l .. n] , + sppS

F(1] NF[2] are
min freg

↳ create a smaller away



IS : optimal tree T of
F(3 .. n+ 1] :

Note : n+ 1T
Is in tree.
↳

Build afree T forFl .. n] :

Claim : Tis optimal.

Why ?



WhyisTopmT IH !)
cost(t) =

&FiJdept(i)
= cost(T')+gene
S


